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Investigation by Atomistic Simulation of Structural and Dynamic
Differences in the Glassy and Liquid States of Atactic Poly(propylene)

M. F. Sylvester, S. Yip, and A. S. Argon
Massachusetts Institute of Technology

Cambridge, Massachusetts 02139

Itrdutio

Atomistic simulation techniques, in conjunction with experimental and theo-

retical approaches, have proven themselves to be useful tools for the study of

materials. Recent years have seen the first application of a variety of simulation

methods to investigating the phenomena occurring in bulk polymers [1-5].

Among these, possibly the most important and challenging is the glass tran-

sition. Despite its significance, the glass transition is still poorly characterized

except in a phenomenological manner.

For instance, comprehension of how the structure of a polymer glass differs from

that of the liquid is limited to the somewhat vaguely defined concept of "free

volume" [6, 7]. It is not known how the volume associated with atoms might be

distributed within the polymer or how changes in the distribution are related to

the property changes seen at the glass transition. In addition, what other

structural changes occur on passing between the liquid and glass states are not

known. 4

Likewise, the change in chain dynamics which occurs on passage through the ...

glass transition is not understood beyond the idea that a shift from long range

chain motion to local, correlated motion must take place. The nature of these ------
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motions or the definition of the terms "long range" and "localm remains to be

established.

These questions involve the local atomic level structure and motion of individual

or small groups of atoms. Available experimental and theoretical methods are

not well suited to investigate these details. Therefore, simulation is the only way

to obtain physical insight into these problems at the present time. Reported

here are initial results obtained from a series of such computer simulations

carried out on a simple vinyl polymer, atactic poly(propylene).

SImulatIon Methodology

Among simulation techniques, molecular dynamics (MD) is most appropriate for

directly probing a time dependent phenomenon such as the glass transition. In

MD, the system of atoms or molecules is represented by point masses obeying

the laws of classical mechanics. The "atoms" interact through semi-empirical

inter-atomic potentials that mimic the true quantum mechanical nature of the

system. The time evolution of this system is followed and properties of interest

are calculated using the precepts of classical statistical mechanics.

The equations of motion governing the phase . ce trajectory of the simulated

atoms are found by the solution of Lagrange's equation, once a system

Lagrangian, . Is defined. The choice of L establishes the character of the sta-

tistical mechanical ensemble being simulated. For comparison with experimen-

tal results, it is most desirable to simulate the isothermal - isobaric ensemble.

This can be accomplished by using the extended system methods of Nos6 and

Hoover (8, 91 for the isothermal ensemble and Andersen (10], as modified by
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Nos6 and Klein [11], for the isobaric ensemble. The combined ensemble

Lagranglan Is:

L -I. m, 4 2L2ilTgTg 6, a %#j, rj) - iik (r, rj, ro -

7 *ijk(r, rj, rk, r,) + 2-WL_2 - pL31g, +Q2 - NkTln(4)
61) "WO2 2

where Sl is the position of the iA particle within the simulation cell, mi its mass, g

is a 3 x 3 constant matrix describing the shape of the simulation cell

(Figure la), L is the added degree of freedom (DOF) which controls the dila-

tion/compression of the simulation cell, the O's are the particle potential

energies which are a function of the particle positions (ri = Lgsi), W the "mass"

of the cell DOF, p the externally applied hydrostatic pressure, 4 the thermo-

stating DOF, Q the "mass" of the thermostat DOF, T the desired system tem-

perature, k the Boltzman constant, and N the number of particles in the simula-

tion.

The first term in the Lagrangian represents the kinetic energy of the particles
("atoms") in the simulation cell while the next three the contribution to the

particle potential energy arising from two, three, and four body interactions,

respectively. The fifth term is the kinetic energy of the simulation cell degree of

freedom, and the sixth the potential energy due to an alteration of the cell

volume. The last two terms are the kinetic and potential energy contributions

from the thermostat degree of freedom.

The identity of the material being simulated is set by the choice of the particle

masses, and their interaction potential energy functions, *. For the case of

atactic poly(propylene), three particles are used to build the simulated polymer,
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following the work of Theodorou and Suter [1]. Explicit atoms are used for the

backbone carbon (12 amu) and pendant hydrogens (1.007 amu). However,

the three hydrogens and carbon of the pendant methyl groups are represented

by a single particle of mass 15.021 amu. Figure lb shows a schematic picture

of a short segment of such an atactic poly(propylene) chain. This "unified atom"

approximation should not have a significant effect on the behavior of the model

as the internal motions of the methyl group are thought not to effect the

properties of the polymer except at very low temperatures. Computationally, it

reduces the number of degrees of freedom in the simulated syste,,.

considerably.

In order to simulate the polymer bulk while still keeping the computational

problem to a manageable size, the technique first utilized by Theodorou and

Suter has been adopted. The bulk is imitated by a single polymer chain

packed in the simulation cell through the use of periodic boundary conditions

and image chains. Figure 2 shows one such chain in the simulation cell and

unpacked. As can be seen, whenever the chain exits through one wall of the

cell, an image chain enters through the opposite wall.

The use of this approximation certainly affects phenomena which occur over

long times and distances (e.g. chain diffusion). It should not affect the more

local behavior we are interested in, so long as the persistence length of the

chain is small compared to the contour length of the chain and smaller than the

simulation cell.

Potential energy functions are used to describe the interactions of the particles

in the simulation. For a relatively simple non-polar polymer such as
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poly(propylene), potentials are required only to describe covalent bonds,

intrinsic torsional barriers, and dispersion forces. Whiie complex potentials

have been developed for these [12], simpler forms are preferable for the

polymer model to minimize the computational burden.

The well known Lennard-Jones 6-12 function is used for the dispersion forces,

ij(ri, rJ) " 4e(Gaii)" ~j)

where Injl is the distance between particles i and j and eij and aij are constants

for each pair of particle types. Following the usual procedure, the potential

function is truncated for all Ir1j > 2.330ij. In addition, a quintic spline in the

range 1.45o'ij > IrijI > 2.330ij was used to force the potential and its derivatives

to go smoothly to zero at the cutoff.

The covalent structure of the model polymer is formed through the use of two

simple harmonic potentials, one in the covalent bond length and the other in the

valence angle,

*.q(ri, rj) a Ci(jj -r)

jk(rj, rj, rk) = Cijk(eijk- ijk

where and ri are constants for each type of covalent bond, Ck and O0 are

constants for each type of valence angle, Iriij is again the distance between

particles I and J, and el(k the angle formed by particles i, j, and k.

5



Finally, the intrinsic barrier to rotation about backbone carbon-carbon bonds is

incorporated using a three-fold cosine function,

ojik(ri, rj, rk, rl) " CiO[os(3Ro iJkl) + 1]

where j) is a constant, and O)ijkl is the torsional angle defined by the four

backbone particles i, j, k, and I.

The values used for the parameters in the potential functions are given in

Table 1. These values were obtained from several sources. Those for the

Lennard-Jones potential and the intrinsic torsional potential were taken from

Theodorou and Suter (1]. The values for C k were taken from the work of Suter

and Flory [13] while the 'ijk's were found by trial and error such that the average

equilibrium valence angles agreed with the fixed values used by Theodorou

and Suter. Likewise, the parameters for the bond stretch potential were

repeatedly adjusted until the equilibrium bond lengths agreed with the fixed

values of Theodorou and Suter and frequencies of the bond stretch vibrations

roughly agreed with the known experimental values.

Two final parameters used in the model are W and 0, the "masses" of the

degrees of freedom which control the temperature and pressure. Their value

controls the Inertia of these DOF's and hence the response time of the system to

changes in T or p. On the other hand, average or equilibrium, properties do not

depend on what W and 0 are. Values for W and 0 (Table 1) were chosen that

were large enough to provide the model with numerical stability and small

enough to allow the response of the model to be controlled by the response of

the simulated polymer chain rather than the additional DOF's.

6



Preparation of the polymer structures used as input to the MD simulation was

carried out using the technique developed by Theodorou and Suter. [1] This

process consists of generation of an initial guess for the chain configuration

using a Rotational Isomeric States/Monte Carlo scheme followed by an energy

minimization to relax the structure to mechanical equilibrium.

These initial structures have fixed covalent bond lengths and valence angles.

Furthermore, they are completely static, equivalent to a structure at O°K.

Temperature enters the procedure only in setting the system density and statis-

tical weights used in the RIS generation. In order to use these structures in the

molecular dynamics simulation, it is necessary to equilibrate them, introducing

thermal motion and allowing the bond lengths and valence angles to take on a

distribution of values about the desired ones.

To do this, a series of start-up simulations were used. Based on trials with the

model, it was found that an effective schedule is to, first, give the particles in the

system a ranoom Maxwellian velocity distribution appropriate for the desired

temperature. Second, run the model in a microcanonical ensemble (constant

total energy, constant volume) for five picoseconds of simulated time with occa-

sional rescaling of the particle velocities to add kinetic energy to the system.

This allows the distributions on bond lengths and angles to form and some par-

titioning of the kinetic energy. Third, run the simulation for 40 picoseconds in

the canonical ensemble (constant temperature, constant volume). This permits

continued partitioning of the kinetic energy among the modes available to the

system. During this time partial relaxation of the system towards a new me-

chanical equilibrium consistent with the additional degrees of freedom added to
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the system by both the particle momenta and the release of the fixed bond

lengths and angles also occurs. Finally, run the simulation for a further 40 pico-

seconds In the isobaric-isothermal ensemble to allow the volume to relax to an

equilibrium value for the system. At the end of this process the system is in full

mechanical equilibrium as indicated by an essentially zero internal pressure

(<-±5 atms) and the kinetic energy appears to be partitioned among the

modes available to the system.

To carry out the study of how the structure and dynamics of the polymer glass

and liquid differ, simulations were carried out at six temperatures -- 393, 343,

293, 233, 213, and 1730K. Three are above the experimental Tg (2530K) and

three below. At each temperature, three initial structures of degree of poly-

merization 76 (455 total atoms) were created at the experimental density for

each temperature. These initial structures were equilibrated as described

above. The phase space trajectories of each structure were recorded over the

last 20 picoseconds of the equilibration process and used for analysis.

The use of the three initial structures for each temperature was necessitated by

the sluggishness of the simulation. While ergodic, the time required to allow a

single structure to probe a wide volume of phase space is extremely long.

Therefore, it was far more efficient to use the multiple initial structures to start in

widely separated regions of phase space.

Likewise, it was more efficient to prepare statically equilibrated structures at

each temperature than, for instance, to prepare the low temperature simulations

by quenching from higher temperatures. Using present day computers, molec-

ular dynamics is capable of studying only phenomena that occur on a time
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scale ot under a nanosecond. The time required for a polymer system to fully

respond to a large temperature change is many orders of magnitude greater

than this.

To investigate the structure of the simulated polymer use was made of the

technique of Voronoi tessellation of space. [14, 15] Voronoi tessellation is a

method of sub-dividing a volume with space-filling convex polyhedra around a

given set of reference points within the volume. In this instance, the reference

points are the locations of the atoms in the simulation. Especially useful for the

purposes of this work is the property of Voronoi polyhedra that every point

within a polyhedron is closer to the enclosed reference point than to any other

reference point. Therefore, Voronoi tessellation allows the unambiguous

apportionment of the volume of the system among each of the atoms In the

simulation.

The recorded positions of the atoms were used to tessellate the simulation vol-

ume at regular time intervals over the final 20 ps of each simulation. Since it

would be expected that the atoms making up each achiral CH2 or chiral CHR

group would make most significant motions as a unit, it was more appropriate to

look at the volume associated with each group, or "chain segmenta, rather than

each atom separately. Consequently, the polyhedra for the three atoms in each

chain segment were joined together into a "super-polyhedron". For each

simulation, the volume distribution of the super-polyhedra was calculated as

were the distributions of volumes for neighbors of particular polyhedra.
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Results and Discussion

It is desirable to compare the output from a computer simulation to experimental

results whenever possible. Experimental data for atactic poly(propylene) is

skimpy, but Figures 3 through 5 present three examples of such comparisons.

Figure 3 shows the calculated and experimental [16] X-ray structure factor for

atactic poly(propylene) in the low 0 region. The agreement in peak positions

and relative heights is excellent and indicates the model polymer reproduces

the intermolecular structure of the actual material. In the high a region (not

shown) agreement was less good -- particularly in peak heights. The intensity

variation in the high 0 area mostly reflects intramolecular spatial correlations

between atoms. Hence, the lack of agreement in this region is thought to be

primarily due to the loss of the contributions from the hydrogens and carbons in

the pendant methyl groups which are ignored in the model polymer.

The calculated generalized vibrational frequency spectrum at 2330 K and 3930 K

is presented in Figure 4. The tickmarks along the abscissa indicate the experi-

mental frequencies of the major optical absorption peaks reported for the

polymer. [17] Agreement between the location of these peaks and the major

peaks in the calculated vibrational frequency spectrum is acceptable given the

approximations associated with the simple model potentials. It may be noted

that fine features such as the splitting of the methylene C-H stretching (2800-

3100 cm- 1 ) into symmetric and anti-symmetric modes are apparently repro-

duced by the model.

Extra peaks may be seen in the calculated frequency spectrum, particularly

those in the region 1200-1500 cm- 1. The generalized frequency spectrum is a
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distribution of vibrational modes weighted by the square of the vibrational

amplitude. It does not take into account optical selection rules and indicates

what vibrational modes are present which could absorb optical energy rather

than which ones do. Hence, some discrepancy is expected. In addition, the

use of a single particle to represent the methyl groups will result in new

vibrational modes not found in the actual polymer and a loss of the stretching,

bending and torsional modes internal to the methyl group.

Figure 5 shows the specific volume of the simulated polymer versus tempera-

ture. Also shown are the experimental values [18] used as the starting points of

the simulations at the same temperatures. It can be seen that the simulation

duplicates the experimental values to within 5%. Furthermore, the simulated

volume-temperature curve displays the change in slope conventionally taken to

signify the glass transition. The transition temperature for the simulation is

2770K in contrast to the experimental value of 2530K. The calculated volumetric

expansion coefficients also agree quite well with the measured values.

While the agreement of the experimental and calculated volume expansion

curve is quite good, it must be emphasized that the calculated curve was not

produced by quenching the simulated polymer system from the liquid state, in

contrast to the experimental procedure. As described earlier, the simulations at

each temperature were started at the experimentally determined specific

volume for that temperature and allowed to evolve to mechanically stable

states. The residual time average pressure at these states was quite low, and

under -±5 atms for all simulations.
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From these results it can be concluded that the molecular dynamics model is a

physically reasonable description of the actual polymer. Further analysis of the

structure and dynamics of the simulated polymer is therefore warranted.

Figures 6 and 7 depict the distribution of Voronoi volume associated with all

chain segments, achiral (CH2) chain segments, and chiral (CHR) chain seg-

ments at 2330K and 3930K. These distributions are representative of the results

for the other temperatures above and below the glass transition. Several things

may be noted. First, the chiral groups occupy more volume than the achiral

groups. This might be expected since the chiral segments contain a bulky

methyl group.

Second, the distribution of segment volumes is found to be quite wide with a

pronounced large volume tail, particularly for the chiral groups. A small fraction

of segments have far more volume associated with them than their minimum

van der Waals volume. Presumably, segments with more than minimum

volume represent excess or free volume. The breadth of the distributions

implies that the excess volume in the system is not shared evenly among the

chain segments, but rather tends to be localized.

Third, some differences can be noted between the distributions above and

below the glass transition. There is an overall upwards shift in volume at the

higher temperature, as would be expected from Figure 5. In addition, the distri-

butions at 3930 K seem broader and flatter than those at 2330 K.

A more quantitative characterization of these perceptions is presented in

Figures 8 arJ 9, which display plots of the average volume and the standard

deviation of the volume distributions against temperature. The average volume
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of the achiral and chiral segments increases uniformly with temperature and a

slight difference in the slope of the two curves above and below the glass

transition is discemable (Figure 8). As the two curves are essentially parallel, it

can be deduced that both chiral and achiral groups contribute equally to the

overall volume expansion.

From Figure 9 it appears that there is a slight increase in the breadth of the

distribution above the glass transition. The average standard deviation of the

achiral segments in the structures above Tg was 23% higher than that of the

segments below Tg. For the chiral segments the increase was found to be only

15%. Examination of the distributions revealed that most of the increase was

due to an increase in the number of segments with significantly larger than

average volume, i.e. an enhancement of the large volume tails of the

distributions. There were however still a sizable traction of chain segments with

a surprisingly small volume, even at temperatures well into the liquid region.

Taken together, these facts indicate that the overall volume expansion with

increasing temperature does not occur solely by a uniform dilation of the

volume associated with all segments. Instead, it takes place, in part, by a pro-

cess in which the population of chain segments with considerable excess

volume is Increased. This change appears to occur most noticeably around the

glass transition temperature.

Since Figures 6-9 indicate that the segment volume is not distributed homoge-

neously, an important question is what the nature of the spatial distributiol of

segment volume might be. Figure 10 and 11 provide information which begins

to answer this. Both show, first, the distribution of volume associated with all

13



polymer chain segments and, second, the distribution of volume associated with

all segments which are nearest neighbors to an achiral or chiral segment with a

volume in the top five percent.

At 3930K (Figure 10), it can be seen that the distribution of volume for neighbors

of segments with large excess volume is very close to the distribution of volume

for chain segments as a whole. A slight shift to higher volume is seen in the

distribution for neighbors, but this is attributable to the process of Voronoi

tessellation used. The shape of the distribution is essentially unchanged.

At 2330K (Figure 11), the difference in the distribution for neighbors of segments

with large excess volume and the general segment volume distribution is more

pronounced. The neighbor distribution is not only shifted upwards, but is seen

to have a different shape. A '-.able enlargement in the number of segments

with larger than average volume over the general segment population is found.

This suggests that the neighbors of chain segments with significantly larger than

average volume are themselves significantly larger than the norm.

This implies that in the liquid state the segments with large excess volume are

distributed more or less uniformly through the simulation volume. Below the

glass transition, the tendency is more for the largest segments to be clustered

with other segments of large volume. Thus the length scale of the inhomogene-

ity in the liquid Is on the order of the size of the segments -- individual segments

have different volumes associated with them, but larger regions look more alike.

In the glass, the inhomogeneity extends beyond the segments and the picture of

a glass becomes one of pockets of relatively low density (and presumably

higher mobility) material embedded in a matrix of higher density (lower mobility)

14



polymer. The development of such inhomogeneity has been reported during

simulations of the "amorphization" of crystals by irradiation [19].

One explanation of the glass transition which has been proposed on the basis

of simulations of simple atomic liquids and glasses, is that the transition from

glass to liquid occurs when local regions of material with excess volume

('liquid-like") increase in number and/or size until a percolation threshold is

reached [20]. A continuous network of liquid-like" material then exists and the

macroscopic properties take on the characteristics of a liquid. A more detailed

analysis than that described here is necessary to determine if this intuitively

appealing concept can be applied to the polymer glass transition; it will be

reported on in a later publication.

The study of the dynamics of the simulated polymer is not yet complete.

However, the data of Figure 4 does indicate that some differences in the

dynamics of the glass and liquid do exist. The generalized frequency spectrum

in the region below 500 cm-1 is due mostly to backbone torsional modes. As

can be seen, there are differences in this region between the spectra calculated

for 2330 K and 3930K. The lowest frequency peak, at 50-60 cm- 1, is enhanced

in the high temperature spectra. Presumably, this is due to an increase in the

amount of torsional motion taking place in this low frequency range.

The low frequency regime is amenable to probing through the use of inelastic

neutron scattering. Studies of atactic poly(propylene) utilizing this technique

are currently in progress. A future report will discuss the results of this and

associated simulation work to identify the motions taking place, and how they

affect the macroscopic properties of the polymer.
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In summary, the development of a realistic molecular dynamics model for a

simple vinyl polymer is reported. The model replicates the behavior of the

actual polymer to an acceptable degree. Using the model, a study of how the

structure and dynamics of the polymer differ in the liquid and glass states has

been undertaken. Initial results obtained by examining the volume associated

with the chain segments indicate that there is a significant broadening of the

volume distribution above Tg. In addition, there is evidence that in the glassy

state chain segments with much larger than average volume tend to segregate

together, while in the liquid they are more uniformly dispersed. Very preliminary

data on the dynamics of the system indicates that the model does show

differences between simulations conducted at different temperatures. Work in

progress with the molecular dynamic model will shed light on the finer details of

the structural and dynamic differences between the liquid and glassy states.

Additional work being carried out with a Monte Carlo model of atactic

poly(propylene) will provide information on the kinematic pathways by which

both one state can be reached from the other and the process of physical aging

takes place.
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Simulation Parameters

HH CH RH CC CR R
F4J 0.31935 0.30176 0.37086 0.35197 0.44719 0.58112

(kJ/mol)
Oi 2.3163 2.7617 2.9400 3.2072 3.3854 3.5636
(A)

CH CC CR
\ 3349.44 1674.72 1674.72

(kA4 2)
r? 1.0990 1.4712 1.5065

HCH a-HCCt c-HCCt HCR a-CCC t c-CCCt RCC RCR0
Cijk 164.96 199.29 199.29 199.29 302.29 302.29 302.29 302.29

(kJ/rad)

noi 1.9216 1.9190 1.8863 1.9246 1.8778 1.9380 1.9465 2.0559
(radars)

ipd. 2.800

(kJ/mol)
W 36992.8

(kJ/mol-I 2 )

t a-HCC designates H-C-C valance angles where the central carbon is achiral.
c-HCC designates H-C-C valence angles where the central carbon is chiral.
a-CCC designates C-C-C valance angles where the central carbon is achiral.
c-CCC designates C-C-C valence angles where the central carbon is chiral.
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Figure Captions

Figure 1Ia The initial shape and size of the simulation cell is defined by the

three vectors a, b, and C. The shape matrix g is formed using a,

b, and c as its columns. The volume dilation variable L scales

the components of g evenly. The real space positions of the

atoms in the system are therefore defined by their position in a

unit cube, si, times g times L.

F The model polymer chain consists of carbon atoms (black),

hydrogen atoms (white) and methyl groups (gray). Shown is a

chain with degree of polymerization three and a terminal methyl

group.

FThe system is constructed by packing a chain such as that

shown in a.) into the simulation cell through the use of periodic

boundary conditions. 26 image chains are generated by trans-

lation of the chain along the a, b, and c axes of the cell by per-

mutations of [(-1,0,1), (-1,0,1), (-1,0,1)]. This results in a cell,

shown in b.1 which contains portions of both the original chain

and the image chains. Whenever a chain exits through one side

of the cell, another chain enters from the opposite side.

Figur2 The low Q x-ray static structure factor obtained experimentally

(0) and calculated from the radial distribution functions deter-

mined from simulation (- ). The experimental results are

taken from the work of Maeda (16] and represent the structure

factor of atactic poly(propylene) at an indeterminate temperature

near or above the glass transition. The calculated results were



obtained from simulations at 2930K using the method described

by Theodorou (1].

Figure The generalized frequency spectrum for atactic poly(propylene)

at 2330°K (-) and 3930K ( -) was calculated as the

Fourier transform of the velocity autocorrelation function,

c(t) - (i(t)e t(0)//i(0) . f(0)), where the average is taken over all

atoms and 0 < t < 2.5 ps. The tickmarks along the abscissa

indicate the locations of infrared optical absorptions in an

experimental spectrum from ref. 17.

Figure 5 The calculated (- -) specific volume versus temperature

curve was obtained by allowing static polymer structures

prepared by the method of Theodorou (1] at each temperature

and the experimental specific volume (*) to relax during

molecular dynamics simulations to new mechanical equilibria

following the removal of fixed bond lengths and angles and

introduction of thermal motion. Each calculated point represents

the average of three simulations while the error bars are the

averaged standard deviations over 20 picoseconds. Regression

lines through the three points above and below the experimental

glass transition (2530K) intersect at 2770K while the slopes

provide constant pressure thermal expansion coefficients that

are close to the experimental values [18].

EigurL 6 The distribution of volume associated with achiral CH2 groups

( -') and chiral CHR groups ( -) at 2330 K was

calculated by carrying out a Voronoi tessellation of space based

7-1



on the recorded positions of the atoms in the system over the last

20 ps of each simulation. The Voronoi polyhedra for the three

atoms in each group were joined together and the volume of the

group computed. Each curve represents the average from

tessellation of 250 usnapshots" for each of three simulations.

Figure The distribution of volume associated with achiral CH2 groups

( -- ) and chiral CHR groups ( -) at 3930K was

calculated as described in Figure 6. The distributions at the

higher temperature have a higher average value and are

significantly broader than those at 2330K (Figure 6).

Fu8 The average volume for the achiral (-o-) and chiral

( - 0 -) groups versus temperature shows the same behavior

as is seen for the overall volume expansion (Figure 5). No

evidence that one type of group contributes more to the

expansion than the other can be seen.

FThe average standard deviation for the achiral (- o-) and

chiral (- * -) group volume distributions versus temperature

shows an increase of 15-25% in the region of the apparent glass

transition temperature for the polymer model.

Fire The volume distribution of all segments at 3930 K (-)is

compared to the distribution for segments which are nearest

neighbors to any segment which is in the top 5% of the achiral or

chiral segment distributions (-) (Figure 7). The two curves

zz



have similar shapes though the distributions for the neighbors of

large segments is shifted upwards slightly.

EigjLL 11 The distribution of all segments at 2330 K (-) is compared

to that for those segments which are neighbors of the largest 5%

of chiral or achiral segments ( -) (Figure 6). The shape of

the distribution for the neighbors of large segments is distorted

considerably towards larger volumes, in addition to an upwards

shift.
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